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1
CHARACTER DATA COMPRESSION FOR
REDUCING STORAGE REQUIREMENTS IN A
DATABASE SYSTEM

FIELD OF THE INVENTION

The present invention relates generally to database systems
and, more particularly, to character data compression in data-
base systems.

BACKGROUND OF THE INVENTION

Computers are very powerful tools for storing and provid-
ing access to vast amounts of information. Relational data-
bases are a common mechanism for storing information on
computer systems while providing easy access to users. A
typical relational database is an organized collection of
related information stored as “records” having “fields” of
information. As an example, a database of employees may
have a record for each employee where each record contains
fields designating specifics about the employee, such as
name, home address, salary, and the like.

Between the actual physical database itself (i.e., the data
actually stored on a storage device) and the users of the
system, a relational database management system or RDBMS
is typically provided as a software cushion or layer. In
essence, the RDBMS shields the database user from knowing
or even caring about the underlying hardware-level details.
Typically, all requests from users for access to the data are
processed by the RDBMS. For example, information may be
added or removed from data files, information retrieved from
or updated in such files, and so forth, all without user knowl-
edge of the underlying system implementation. In this man-
ner, the RDBMS provides users with a conceptual view of the
database that is removed from the hardware level. The general
construction and operation of database management systems
is well known in the art. See e.g., Date, C., “An Introduction
to Database Systems, Seventh Edition”, Part I (especially
Chapters 1-4), Addison Wesley, 2000.

Akey challenge faced by relational database systems is the
ever-growing database size. With increasing use of digital
devices and ease of data flow on ubiquitous networks, the data
explosion has accelerated in recent years. As regular database
and table size has grown tremendously in recent years, data
compression becomes increasing important even for data-
bases. While row level compression and page level compres-
sion for databases have been introduced, a need remains for
improved compression techniques to overcome deficiencies
in these approaches without causing significant increases in
overhead. The present invention addresses this need.

SUMMARY OF THE INVENTION

The invention includes methods, systems, and computer
program products for character data compression for reduc-
ing data storage requirements in a database system.

Embodiments include identifying data of a particular char-
acter type in a full data page, and identifying usage frequency
of each character of the particular character type. Each char-
acter is encoded based on the identified usage frequency, and
the encoded data is stored, with storage requirements reduced
for the most frequently used characters.

Further features and advantages of the invention, as well as
the structure and operation of various embodiments of the
invention, are described in detail below with reference to the
accompanying drawings. It is noted that the invention is not
limited to the specific embodiments described herein. Such
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2

embodiments are presented herein for illustrative purposes
only. Additional embodiments will be apparent to persons
skilled in the relevant art(s) based on the teachings contained
herein.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated
herein and form a part of the specification, illustrate the
present invention and, together with the description, further
serve to explain the principles of the invention and to enable
a person skilled in the relevant art to make and use the inven-
tion.

FIG. 1 illustrates the general structure of a client/server
database system suitable for implementing the present inven-
tion.

FIG. 2 depicts an ASCII data chart.

FIG. 3 illustrates an overall flow diagram for character data
compression for reducing data storage requirements in a data-
base system in accordance with an embodiment of the present
invention.

FIG. 4 illustrates an example computer system useful for
implementing components of embodiments of the invention.

The features and advantages of the present invention will
become more apparent from the detailed description set forth
below when taken in conjunction with the drawings. In the
drawings, like reference numbers generally indicate identi-
cal, functionally similar, and/or structurally similar elements.
Generally, the drawing in which an element first appears is
indicated by the leftmost digit(s) in the corresponding refer-
ence number.

DETAILED DESCRIPTION

The present invention relates to system, method, computer
program product embodiments and combinations and sub-
combinations thereof for character data compression in a
database system.

FIG. 1 illustrates the general structure of a client/server
database system 100 suitable for implementing the present
invention. (Specific modifications to the system 100 for
implementing methodologies of the present invention are
described in subsequent sections below). As shown, the sys-
tem 100 comprises one or more client(s) 110 connected to a
server 130 via a network 120. Specifically, the client(s) 110
comprise one or more standalone terminals 111 connected to
a database server system 140 using a conventional network.
In an exemplary embodiment, the terminals 111 may them-
selves comprise a plurality of standalone workstations, dumb
terminals, or the like, or comprise personal computers (PCs).
Typically, such units would operate under a client operating
system, such as a Microsoft® Windows client operating sys-
tem (e.g., Microsoft® Windows 95/98, Windows 2000, or
Windows XP).

The database server system 140, which comprises
Sybase® Adaptive Server® Enterprise (ASE) (available from
Sybase, Inc. of Dublin, Calif.) in an exemplary embodiment,
generally operates as an independent process (i.e., indepen-
dently of the clients), running under a server operating system
such as Microsoft® Windows NT, Windows 2000, or Win-
dows XP (all from Microsoft Corporation of Redmond,
Wash.), UNIX (Novell), Solaris (Sun), or Linux (Red Hat).
The network 120 may be any one of a number of conventional
net work systems, including a [.ocal Area Network (LAN) or
Wide Area Network (WAN), as is known in the art (e.g., using
Ethernet, IBM Token Ring, or the like). The network 120
includes functionality for packaging client calls in the well-
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known Structured Query Language (SQL) together with any
parameter information into a format (of one or more packets)
suitable for transmission to the database server system 140.
The described computer hardware and software are presented
for purposes of illustrating the basic underlying desktop and
server computer components that may be employed for
implementing the present invention, including, for example,
an environment having multiple server instances (e.g., data-
base server nodes) in a cluster that communicate with one or
more “clients” (e.g., personal computers or mobile devices).
The present invention, however, is not limited to any particu-
lar environment or device configuration. Instead, the present
invention may be implemented in any type of system archi-
tecture or processing environment capable of supporting the
methodologies of the present invention presented in detail
below.

Client/server environments, database servers, and net-
works are well documented in the technical, trade, and patent
literature. In operation, the client(s) 110 store data in, or
retrieve data from, one or more database tables 150, as shown
at FIG. 1. Data in a relational database is stored as a series of
tables, also called relations. Typically resident on the server
130, each table itself comprises one or more “rows” or
“records” (tuples) (e.g., row 155 as shown at FIG. 1). A
typical database will contain many tables, each of which
stores information about a particular type of entity. A table in
a typical relational database may contain anywhere from a
few rows to millions of rows. A row is divided into fields or
columns; each field represents one particular attribute of the
given row. A row corresponding to an employee record, for
example, may include information about the employees 1D
Number, Last Name and First Initial, Position, Date Hired,
Social Security Number (SSN), and Salary. Each of these
categories, in turn, represents a database field. In the forego-
ing employee table, for example, Position is one field, Date
Hired is another, and so on. With this format, tables are easy
for users to understand and use. Moreover, the flexibility of
tables permits a user to define relationships between various
items of data, as needed. Thus, a typical record includes
several categories of information about an individual person,
place, or thing. Each row in a table is uniquely identified by a
record ID (RID), which can be used as a pointer to a given
row.

Most relational databases implement a variant of the Struc-
tured Query Language (SQL), which is a language allowing
users and administrators to create, manipulate, and access
data stored in the database. The syntax of SQL is well docu-
mented; see, e.g., the above-mentioned “An Introduction to
Database Systems”. SQL statements may be divided into two
categories: data manipulation language (DML), used to read
and write data; and data definition language (DDL), used to
describe data and maintain the database. DML statements are
also called queries. In operation, for example, the clients 110
issue one or more SQL commands to the server 130. SQL
commands may specify, for instance, a query for retrieving
particular data (i.e., data records meeting the query condition)
from the database table(s) 150. In addition to retrieving the
data from database server table(s) 150, the clients 110 also
have the ability to issue commands to insert new rows of data
records into the table(s), or to update and/or delete existing
records in the table(s).

SQL statements or simply “queries” must be parsed to
determine an access plan (also known as “execution plan” or
“query plan”) to satisfy a given query. In operation, the SQL
statements received from the client(s) 110 (via network 120)
are processed by the engine 160 of the database server system
140. The engine 160 itself comprises a parser 161, a normal-
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izer 163, a compiler 165, an execution unit 169, and an access
method 170. Specifically, the SQL statements are passed to
the parser 161 which employs conventional parsing method-
ology (e.g., recursive descent parsing). The parsed query is
then normalized by the normalizer 163. Normalization
includes, for example, the elimination of redundant data.
Additionally, the normalizer 163 performs error checking,
such as confirming that table names and column names which
appear in the query are valid (e.g., are available and belong
together). Finally, the normalizer 163 can also look-up any
referential integrity constraints which exist and add those to
the query.

After normalization, the query is passed to the compiler
165, which includes an optimizer 166 and a code generator
167. The optimizer 166 performs a cost-based analysis for
formulating a query execution plan that is reasonably close to
an optimal plan. The code generator 167 translates the query
execution plan selected by the query optimizer 166 into
executable form for execution by the execution unit 169 using
the access methods 170.

All data in a typical relational database system is stored in
pages on a secondary storage device, usually a hard disk.
Typically, these pages may range in size from 1 Kb to 32 Kb,
with the most common page sizes being 2 Kb and 4 Kb. All
input/output operations (I/O) against secondary storage are
done in page-sized units—that is, the entire page is read/
written at once. Pages are also allocated for one purpose at a
time: a database page may be used to store table data or used
for virtual memory, but it will not be used for both. The
memory in which pages that have been read from disk reside
is called the cache or buffer pool.

1/0 to and from the disk tends to be the most costly opera-
tion in executing a query. This is due to the latency associated
with the physical media, in comparison with the relatively
low latency of main memory (e.g., RAM). Query perfor-
mance can thus be increased by reducing the number of I/O
operations that must be completed.

The present invention improves 1/O performance for more
efficient query processing and database operation by utilizing
compression techniques that reduce data storage require-
ments. As will be described in further detail herein below,
embodiments of the present invention address character com-
pression of a full data page.

As is well-known, one of the most frequently used
datatypes in RDBMS is character. For example, when a table
is defined to store a person’s private information, it may
include information such as Name, Address, Hobby, which
are all character datatype. Having a good way to compress
character datatype saves storage space.

While there are several known character sets, e.g., ASCII,
UTF-8, GB2312 etc., for purposes of the present invention,
focus is given to the ASCII character set, a representation of
which is shown in the chart 200 of FIG. 2. With respect to
compression of ASCII character data, while some encoding
algorithms are known, e.g., Huffman coding, the complicated
nature of such schemes would significantly and negatively
impact runtime performance, making them less than desired
to employ in an RDBMS.

Referring now to FIG. 3, an overall flow diagram is pre-
sented for reducing data storage requirements in a database
system through character data encoding in accordance with
anembodiment of the present invention. The process includes
identifying data of a particular character type in a full data
page (block 310) and identifying usage frequency of each
character of the particular character type (block 320). By way
of example, when a datapage is full, all character data from
columns capable of having data of the particular character
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type is collected, and in a preferred embodiment, the top 9
characters in this datapage are determined. For example: in a
datapage ‘P1°, suppose it has character counts of 900 ‘a’, 540
b’,300 ‘c’,200°d’, 134 “¢’, 213 “£*,400 ‘g’, 300 “h’, 200 7",
100°, 800 ‘k’, 142 “1’,422 ‘m’, 321 “n’, 213 “0°, 532 “p’. The
top 9 characters for such a datapage would be the 900 “a’, 800
k’, 540 “b’, 532 “p’, 422 ‘m’, 400 ‘g’, 321 ‘n’, 300 ‘c’, 300
‘I,

Encoding of each character follows based on the identified
usage frequency (block 330), and the encoded characters are
stored (block 340). As is demonstrated by the following
description, the storage requirements for most frequently
used characters is reduced through the approach of the
present invention.

By way of example, suppose a column has character data of
“david123” that is to be encoded. Using a looping approach,
first is encoded, then ‘a’ is encoded, then ‘v’ is encoded, etc.,
with ‘3’ being the last character to be encoded. If the character
being encoded is one of the top 9 characters identified for the
datapage, its encoding is done using 4 bits. Preferably, the
encoded data for the top nine characters is grouped as a
mapping stream and saved in the datapage. Using the previ-
ous example, with the top 9 characters being the 900 ‘a’, 800
k’, 540 “b’, 532 “p’, 422 ‘m’, 400 ‘g’, 321 ‘n’, 300 ‘c’, 300
‘h’, then:

‘a’ is encoded into 0000

k’ is encoded into 0001

‘b’ is encoded into 0010

‘p’ is encoded into 0011

‘m’ is encoded into 0100

‘g’ is encoded into 0101

‘n’ is encoded into 0110

‘¢’ is encoded into 0111

‘h’ is encoded into 1000.

If the character being encoded is not one of the top 9
characters, a check is made as to whether its ASCII value is in
the range 32-127 or not, 32-127 referring to the Dec (decimal)
values shown in chart 200 for the ASCII characters and
known to be those characters that are used generally more
frequently in character datatype data than ASCII characters in
the range 0-31. If the character being encoded is in the range
0f32-127, then it is encoded into 8 bits, with the first four bits
of this 8 bits ranging from 1001-1110. This range is chosen
based on the fact that 10010000-1.1101111 has 96 different
values, capably allowing a one-to-one mapping with the 96
values of the range 32-127. In this manner, the encoding of a
character is generated in a straightforward manner by adding
the Dec value of the character to 112. For example, to encode
acharacter ‘d’ for the aforementioned datapage, since it is not
in the top 9 characters in the datapage, but its ASCII value is
in the range 32-127, it is encoded into 8 bits. With the ASCII
Dec value of being 100, its encoded value is 100+112=212
(i.e., 11010100).

If the character being encoded is not one of the most fre-
quently used on the datapage and does not have an ASCII
value in the range 32-127, then it is encoded into 12 bits,
where the first four bits of this 12 bits are always 1111, with
the subsequent eight bits containing the actual ASCII value in
Hexadecimal of the character (shown in chart 200 as the Hx
values). For example, if the character ‘VT” (vertical tab)
requires encoding, it is not in the top 9 characters in the
aforementioned datapage, and its ASCII value is not in the
range 32-127, so it is encoded into 12 bits. With the Hx ASCII
value of “VT’ shown in the chart 200 as being B (i.e., com-
monly represented as 0x0b), its encoded value is 1111 0000
1011 (i.e., OxfOb, with the first 4 bits acting as a mark and a
value that is always 0xf). In this manner, based on the coding
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approach of the present invention, the most frequently used 9
characters require half the number of bits as that needed to
encode the most frequently used characters of the ASCII
character set, and one-third the number of bits of the remain-
ing characters of the ASCII character set.

As will be well-appreciated by those skilled in the art, the
decoding is the reverse of the encoding. Thus, the first four
bits are checked, and if they are in the range 0000-1000, then
the character being decoded is one of the top 9 characters.
Since every datapage has a mapping for these values, the
character is decoded into its original ASCII value according
to the mapping. If the first four bits are in the value range
1001-1110, then the decoded value is the encoded value
minus 112. If value of the first four bits is 1111, then the
decoded value is the actual ASCII value that follows in the
next 8 bits.

In this manner, the present invention provides a straight-
forward and efficient approach to achieve a good compression
ratio with minor impact to runtime performance, given its
small encoding and decoding overhead. For example, testing
using the approach of the present invention has shown a space
savings average of approximately 10% across a database with
substantially no noticeable degradation of performance.

FIG. 4 illustrates an example computer system 400 in
which the present invention, or portions thereof, can be
implemented as computer-readable code. For example, the
method illustrated by FIG. 3, can be implemented in system
400. Various embodiments of the invention are described in
terms of this example computer system 400. After reading
this description, it will become apparent to a person skilled in
the relevant art how to implement the invention using other
computer systems and/or computer architectures.

Computer system 400 includes one or more processors,
such as processor 404. Processor 404 can be a special purpose
or a general purpose processor. Processor 404 is connected to
a communication infrastructure 406 (for example, a bus or
network).

Computer system 400 also includes a main memory 408,
preferably random access memory (RAM), and may also
include a secondary memory 410. Secondary memory 410
may include, for example, a hard disk drive 412, a removable
storage drive 414, and/or a memory stick. Removable storage
drive 414 may comprise a floppy disk drive, a magnetic tape
drive, an optical disk drive, a flash memory, or the like. The
removable storage drive 414 reads from and/or writes to a
removable storage unit 418 in a well known manner. Remov-
able storage unit 418 may comprise a floppy disk, magnetic
tape, optical disk, etc. Which is read by and written to by
removable storage drive 414. As will be appreciated by per-
sons skilled in the relevant art(s), removable storage unit 418
includes a computer usable storage medium having stored
therein computer software and/or data.

In alternative implementations, secondary memory 410
may include other similar means for allowing computer pro-
grams or other instructions to be loaded into computer system
400. Such means may include, for example, a removable
storage unit 422 and an interface 420. Examples of such
means may include a program cartridge and cartridge inter-
face (such as that found in video game devices), a removable
memory chip (such as an EPROM; or PROM) and associated
socket, and other removable storage units 422 and interfaces
420 which allow software and data to be transferred from the
removable storage unit 422 to computer system 400.

Computer system 500 also includes input/output/display
devices 530, such as monitors, keyboards, pointing devices,
etc., which communicate with communication infrastructure
506 through a display interface 502.
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Computer system 400 may also include a communications
interface 424. Communications interface 424 allows software
and data to be transferred between computer system 400 and
external devices. Communications interface 424 may include
a modem, a network interface (such as an Ethernet card), a
communications port, a PCMCIA slot and card, or the like.
Software and data transferred via communications interface
424 are in the form of signals 428, which may be electronic,
electromagnetic, optical, or other signals capable of being
received by communications interface 424. These signals are
provided to communications interface 424 via a communica-
tions path 426. Communications path 426 carries signals and
may be implemented using wire or cable, fiber optics, a phone
line, a cellular phone link, an RF link or other communica-
tions channels.

In this document, the terms “computer program medium,”
“computer usable medium” and “computer readable
medium” are used to generally refer to media such as remov-
able storage unit 418, removable storage unit 422, and a hard
disk installed in hard disk drive 412. Signals 428 carried over
communications path 426 can also embody the logic
described herein. Computer program medium and computer
usable medium can also refer to memories, such as main
memory 408 and secondary memory 410, which can be
memory semiconductors (e.g. DRAMs, etc.). These com-
puter program products are means for providing software to
computer system 400.

Computer programs (also called computer control logic are
stored in main memory 408 and/or secondary memory 410.
Computer programs may also be received via communica-
tions interface 424. Such computer programs, when executed,
enable computer system 400 to implement embodiments of
the present invention as discussed herein. In particular, the
computer programs, when executed, enable processor 404 to
implement the processes of embodiments of the present
invention, such as the method illustrated by FIG. 3. Accord-
ingly, such computer programs represent controllers of the
computer system 400. Where the invention is implemented
using software, the software may be stored in a computer
program product and loaded into computer system 400 using
removable storage drive 414, interface 420, hard drive 412 or
communications interface 424.

The invention is also directed to computer program prod-
ucts comprising software stored on any computer useable
medium. Such software, when executed in one or more data
processing device, causes a data processing device(s) to oper-
ate as described herein. Embodiments of the invention
employ any computer useable or readable medium. Examples
of computer useable mediums include, but are not limited to,
primary storage devices (e.g., any type of random access
memory), secondary storage devices (e.g., hard drives, floppy
disks, CD ROMS, ZIP disks, tapes, magnetic storage devices,
optical storage devices, MEMS, nanotechnological storage
device, etc.), and communication mediums (e.g., wired and
wireless communications networks, local area networks,
wide area networks, intranets, etc.).

While various embodiments of the present invention have
been described above, it should be understood that they have
been presented by way of example only, and not limitation. It
will be understood by those skilled in the relevant art(s) that
various changes in form and details may be made therein
without departing from the spirit and scope of the invention as
defined in the appended claims. It should be understood that
the invention is not limited to these examples. The invention
is applicable to any elements operating as described herein.
Embodiments of the invention are applicable and can be used
with other user interface development platforms and lan-
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guages operating similarly, now existing or developed in the
future. Further used herein, in an embodiment, the term
“server” may be implemented as collection of servers such as
a server farm or server cluster. For example, a database server
may be a commercially available server machine with one or
more central processing units (CPUs). Alternatively, a data-
base server may comprise multiple computing devices and/or
computing functionality hosted on multiple server machines
(e.g., a server farm).

Accordingly, the breadth and scope of the present invention
should not be limited by any of the above-described exem-
plary embodiments, but should be defined only in accordance
with the following claims and their equivalents.

What is claimed is:

1. A method comprising:

determining a usage frequency of each character of a col-

lection of characters in a full data page;

grouping a first subset of characters of the collection of

characters, the first subset of characters representing
most frequently used characters of the collection of char-
acters in the full data page;
grouping a second subset of characters of the collection of
characters, based on a determination that a value asso-
ciated with each character of the second subset of char-
acters is within a range of character type values;

grouping remaining characters of the collection of charac-
ters into a third subset of characters;

encoding the first subset of characters, the second subset of

characters, and the third subset of characters, such that
(1) the first subset of characters is mapped to a first range
ofn bits, (ii) the second subset of characters is mapped to
a second range of bits twice the size of the first range of
nbits and based on aggregating the value associated with
each character of the second subset of characters with a
predetermined value, the predetermined value selected
based on the nbits of an ending value of the second range
of bits, and (iii) the third subset of characters is mapped
to a third range of bits three times the size of the first
range of bits; and

storing the first, second, and third subset of encoded char-

acters.

2. The method of claim 1, wherein each character of the
collection of characters is an American Standard Code for
Information Interchange (ASCII) character type.

3. The method of claim 1, wherein the determining a usage
frequency further comprises collecting all character data
from columns with data of a particular character type.

4. The method of claim 3, further comprising identifying a
predetermined number of most frequently used characters in
the collected character data.

5. The method of claim 4, wherein the predetermined num-
ber is nine and the number of bits is four.

6. The method of claim 1, further including encoding each
character of the first subset with one-third a number of bits
used to encode each character of a particular character type in
the third subset.

7. A system configured to reduce database data storage
requirements in a relational database through character data
encoding, comprising:

a computing device comprising a processor and memory;

a storage module, implemented on the computing device

and configured to store database data; and

a processing module, implemented on the computing

device and coupled to the storage module, the process-
ing module configured to:

determine a usage frequency of each character of a collec-

tion of characters in a full data page,
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group a first subset of characters of the collection of char-
acters, the first subset of characters representing most
frequently used characters of the collection of characters
in the full data page,

group a second subset of characters of the collection of

characters, based on a determination that a value asso-
ciated with each character of the second subset of char-
acters is within a range of character type values,

group remaining characters of the collection of characters

into a third subset of characters, and

encode the first subset of characters, the second subset of

characters, and the third subset of characters, such that
(1) the first subset of characters is mapped to a first range
of'n bits, (ii) the second subset of characters is mapped to
a second range of bits twice the size of the first range of
n bits, and based on aggregating the value associated
with each character of the second subset of characters
with a predetermined value, the predetermined value
selected based on the n bits of an ending value of the
second range of bits, and (iii) the third subset of charac-
ters is mapped to a third range of bits three times the size
of' the first range of bits, and

store the first, second, and third subset of encoded charac-

ters in the storage module.

8. The system of claim 7, wherein each character of the
collection of characters is an American Standard Code for
Information Interchange (ASCII) character type.

9. The system of claim 7, wherein to determine usage
frequency, the processing module is configured to collect all
character data from columns with data of a particular charac-
ter type.

10. The system of claim 9, wherein the processing module
is further configured to identify a predetermined number of
most frequently used characters in the collected character
data.

11. The system of claim 7, wherein the processing module
is further configured to encode each character of the first
subset of characters with one-third a number of bits used to
encode each character of the third subset of characters.

12. The system of claim 11 wherein the predetermined
number is nine and the number of bits is four.

13. A computer-readable storage device having instruc-
tions stored thereon, that when executed by the computing
device, cause the computing device to perform operations,
comprising:
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determining a usage frequency of each character of a col-

lection of characters in a full data page;

grouping a first subset of characters of the collection of

characters, the first subset of characters representing
most frequently used characters of the collection of char-
acters in the full data page;
grouping a second subset of characters of the collection of
characters, based on a determination that a value asso-
ciated with each character of the second subset of char-
acters is within a range of character type values;

grouping remaining characters of the collection of charac-
ters into a third subset of characters;

encoding the first subset of characters, the second subset of

characters, and the third subset of characters, such that
(1) the first subset of characters is mapped to a first range
ofn bits. (ii) the second subset of characters is mapped to
a second range of bits twice the size of the first range of
nbits and based on aggregating the value associated with
each character of the second subset of characters with a
predetermined value, the predetermined value selected
based on the nbits of an ending value of the second range
of bits, and (iii) the third subset of characters is mapped
to a third range of bits three times the size of the first
range of bits; and

storing the first, second, and third subset of encoded char-

acters.

14. The computer-readable storage device of claim 13,
wherein each character of the collection of characters is an
American Standard Code for Information Interchange
(ASCII character type).

15. The computer-readable storage device of claim 13,
wherein determining a usage frequency further comprises
collecting all character data from columns with data of a
particular character type and identifying a predetermined
number of most frequently used characters in the collected
character data.

16. The computer-readable storage device of claim 13,
wherein the computing device further performs operations,
comprising encoding each character of the first subset of
characters with one-third a number of bits used to encode
each character of the third subset of characters.
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